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Abstract. This article is a companion paper to our publication for
ICPR 2024, "FNOReg: Resolution-Robust Medical Image Registration
Method Based on Fourier Neural Operator" [7], in which we proposed an
algorithm for medical image registration that offers robustness to input
data resolution. This companion paper presents the method’s implemen-
tation, the methodology for hyperparameter selection, and other details
that ensure the reproducibility of our research.
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1 Introduction

Image registration is one of the most important tasks in medical imaging. This
task can be considered an optimization problem and solved using numerical
algorithms. Methods based on this approach include Free-Form Deformation
[18], LDDMM [3], Elastix [12], Flash [19], and others. However, all these algo-
rithms require parameter tuning for each pair of images and therefore cannot
be effectively used for registering large images in real time. Recently, neural
network-based methods have demonstrated state-of-the-art performance in im-
age registration. Their main advantage is fast model inference, requiring only
one set of hyperparameters for model training. The most popular models in this
field include, but are not limited to, VoxelMorph [2], TransMorph [4], Fourier-Net
[10], and Fourier-Net+ [11].

In medical image processing, images often have a large size, requiring signif-
icant memory for storage and processing. For deep learning-based methods, this
means that these images may not fit in GPU memory during model training or
inference. To solve this problem, we propose FNOReg [7], a novel method for
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medical image registration based on the Fourier Neural Operator [13] architec-
ture. The main advantage of this model is its robustness to input data resolution,
allowing the model to be trained on images with reduced resolution and used on
full-size images without significant degradation in registration quality.

In this companion paper, we discuss the implementation of our method [7]
and its features that make it easier to reproduce our results. Section 2 briefly
explains the proposed method. Section 3 describes some technical details about
the source code of our algorithm. In Section 4, we present the key aspects of the
reproducibility of our research. Section 5 summarizes the paper.

2 Proposed method

In our work [7], it was shown that the image registration task can be considered
as solving a system of partial differential equations. In recent years, special neural
network architectures called neural operators [14] have been used for such tasks.
One of them is the Fourier Neural Operator (FNO) [13]. The architecture of the
FNO is inspired by the mathematical principles that lie behind the solution of
certain types of operator equations. In more detail, the FNO approximates the
solution of an operator equation using the following iterative process:

ut+1(x) := σ (Wtut(x) + (Kut)(x)) , t = 0, . . . , N − 1, (1)

where
(Kut)(x) :=

∫
Ω

κt(x− y)ut(y) dy . (2)

Here, κt is the learnable convolution kernel, which usually has a finite sup-
port due to computational constraints. To learn a global convolution kernel, we
parametrize κt directly in the frequency domain:

(Kut)(x) = F−1 (F(κ) · F(ut)) = F−1 (R · F(ut)) , (3)

where R(k) ∈ Cdut+1
×dut is a learnable function in Fourier space, F is the

Fourier transform operator, and k = (k1, . . . , kn) ∈ Nn corresponds to non-
negative frequencies. R(k) has nonzero values only at fixed number of lower
frequencies where ki ≤ kmax,i, which ensures the model’s robustness to input
data resolution.

In our work [7], we proposed the FNOReg model, whose architecture is de-
picted in Fig. 1. This model includes several additions and enhancements over the
classical FNO, resulting in better performance and robustness during training.

Our first enhancement is the utilization of feature extractors (depicted as red
rectangles in Figure 1) designed with the Spectral Transform layer [6]. Unlike
a standard convolution layer, the Spectral Transform layer has a global recep-
tive field, allowing us to extract non-local details from the feature maps in our
network. This improvement leads to better registration quality while preserving
the model’s robustness to input resolution.

Our second improvement involves adding residual connections in the Fourier
layers after the activation function. These connections bring more stability to
the learning process, thus making FNOReg more robust than the standard FNO.
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Fig. 1. FNOReg model architecture.

3 Implementation details

We implemented our method using the PyTorch [17] library, which has become
a de facto standard among deep learning researchers. For FNO-based models,
we used the neuralop [13] library, which contains the original implementation
of the Fourier Neural Operator. The source code for our method is available
in an open GitHub repository1, where one can find instructions for accurately
reproducing our results. The repository also contains scripts for model training
and evaluation, as well as modules for data processing and result plotting.

Following good coding practices, our implementation includes different classes
and functions with informative parameter names. For convenience, we have
written separate scripts for model training and evaluation (train_*.py and
evaluate_*.py, respectively). These scripts also support versioning of experi-
ments and saving detailed logs of the model training process, thereby enhancing
the reproducibility of our results (see Section 4.2 for details).

4 Reproducibility aspects

4.1 Dataset selection

The right choice of dataset is crucial for reproducible research. If one evaluates
their models on less well-known data or even on a closed dataset, the results
become difficult to compare with those of other models for the same task. There-
fore, to obtain reproducible results and enable a representative comparison with
other research papers, the dataset should be well-known and openly available
for anyone to download. For these reasons, we chose the OASIS-1 dataset [15]
for training and evaluating our models. OASIS-1 consists of a cross-sectional
collection of 414 MRI scans from subjects aged 18 to 96, with each scan having
segmentation masks for 35 important anatomical areas. 2D data can be obtained

1 https://github.com/anac0der/fnoreg
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by extracting a specific slice in the xy-plane from the original 3D data. In our ex-
periments, we used the preprocessed version of the 2D and 3D OASIS-1 dataset
from [9], where all scans were bias-corrected, affinely aligned, and cropped to a
size of 160× 192 and 160× 192× 224 for 2D and 3D data, respectively. Images
from the raw and preprocessed datasets, along with different segmentation maps,
are depicted in Fig. 2.

Fig. 2. Vertical slices of images from the OASIS-1 dataset. From left to right: image
from the raw version of the dataset, image from the preprocessed version [9], 4-label
tissue-type segmentation, and 35-label segmentation of major anatomical regions.

From the point of view of popularity, the OASIS-1 dataset has been used
for training and evaluation in most classical and state-of-the-art papers in the
field of neural network-based medical image registration, such as VoxelMorph
[2], TransMorph [4], Fourier-Net [10], LapIRN [16], ViT-V-Net [5], and H-ViT
[8]. This makes it easier to compare the results from our work with those of
others and to reproduce the values presented in our paper.

4.2 Versioning of experiments

Versioning experiments is an important feature of reproducible research in the
field of deep learning. It is easier to compare different models if you have the
ability to evaluate any model from your past experiments. Our implementation
offers the user such features. When starting the training of the model with the
training scripts, a new directory is created. This directory contains model check-
points, final model weights, TensorBoard logs [1], and plots of validation metric
progress. Each experiment is assigned a unique number, which can later be used
to evaluate the model from that experiment. The user can also set parameters
for the model and training process in a configuration file.

More specifically, each training script should be launched with the following
command-line parameters:

1. --gpu_num – the number of the graphics card in your system on which the
model will be trained.

2. --config_file – the name of the configuration file. This file is in JSON
format and contains the setup of hyperparameters for the current experiment
(model name, number of layers, number of convolutional filters in each layer,
learning rate, batch size, etc.).
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3. --exp_num – an optional argument for experiment restarting. By default,
experiments are numbered in the order in which they are launched. If you
want to restart experiment number N with different parameters, you should
change these parameters in the configuration file located in the experiment
folder. Then you can rerun the training script with the exp_num argument
equal to N.

4. --ckpt_epoch – an optional argument to specify the epoch from which you
want to restart the learning process.

5. --size – the size of the smaller dimension in the input image shape (useful
for experiments at reduced resolution).

For model evaluation, the corresponding script should be launched with the
following parameters:

1. --gpu_num – the number of the graphics card in your system on which the
model will be evaluated.

2. --exp_num – the model will be downloaded from the folder of the experiment
with this number.

3. --ckpt_epoch – an optional argument that defines the epoch of the training
process from which the model will be downloaded.

The TensorBoard web interface, which displays plots of training and valida-
tion losses, can be launched using the following terminal command:

tensorboard --logdir path_to_exp_folder/logs

Here, path_to_exp_folder is the path to the folder that was created for
saving the experiment.

4.3 Tuning of hyperparameters

In deep learning, the choice of hyperparameters is one of the most important
parts of the entire training pipeline. It is difficult to find the optimal combination
of hyperparameters because the search space is often not finite. There are sev-
eral methods for searching for suboptimal combinations of parameters (manual
search, grid search, random search, etc.), all of them have their own pros and
cons.

Here, we will focus on the search for the optimal combination of parameters
λ and γ, which are part of the loss function for our models using grid search. The
parameter λ controls the regularization strength, while the parameter γ controls
the contribution of the Dice loss in the overall loss function. Our search strategy
for the optimal combination of these parameters is similar to coordinate descent.
First, we performed a grid search for the λ parameter on the OASIS 2D dataset,
where we did not use auxiliary information (and therefore set γ = 0 for the 2D
data). Next, we repeated the process for γ on the 3D data, using a fixed value
ofλ that corresponds to the value with the best performance from the previous
step.



6 N.A. Drozdov and D.V. Sorokin

Fig. 3. Dice scores of different models with varying combinations of λ and γ parameters
of the loss function. Left: performance of the FNOReg (large) model on the OASIS 2D
dataset with different λ values. Right: performance of the FNOReg model on the OASIS
3D dataset with different γ and λ = 0.01 (corresponding to the best Dice score in the
left plot).

Results of the parameters search are presented in Fig. 3. It can be seen from
the left plot that λ = 0.01 yields the best performance, confidently surpassing
the model scores with other values of λ. On the right plot, model Dice scores
with γ = 0.01, γ = 0.1, and γ = 1 are almost the same (0.833, 0.836, and 0.832,
respectively). However, the model with γ = 0.01 obtains a smoother deformation
field than the models with γ = 0.1 and γ = 1, because regularization gets weaker
as γ increases. This can also be seen by counting the mean percentage of folded
voxels (voxels in which the determinant of the deformation field Jacobian is
negative) for each model: 0.329 for γ = 0.01, 1.349 for γ = 0.1, and 4.389 for γ =
1. Taking this into account, we chose the value of γ = 0.01 as optimal, obtaining
λ = 0.01 and λ = γ = 0.01 as the final combinations of hyperparameters in the
loss function for 2D and 3D data, respectively.

5 Conclusion

This paper provides a detailed description of the important technical aspects
of our main research work [7]. We introduce various details about the imple-
mentation of the resolution-robust medical image registration method proposed
in our main paper. Our implementation is open to everyone and consists of
high-quality code, which will greatly assist researchers in the fields of medical
imaging and deep learning. The methodology for hyperparameter selection is
also presented, including a detailed description of our strategy and rationale for
choosing the final combination of parameters. Additionally, we address several
aspects such as versioning of experiments and dataset selection, which enhance
the reproducibility of our research.
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